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Summary: Since T. D. Chandra and S. Toueg [J. ACM 43, No. 2, 225–267 (1996; Zbl 0885.68021)] introduced the failure detector abstraction for crash-prone systems, several algorithms implementing failure detectors in partially synchronous systems have been proposed. Their performance can be measured by their Communication efficiency, defined as the number of links used forever. In this regard, in a communication-efficient algorithm only \( n \) links are used forever, \( n \) being the number of processes in the system. In this paper, we present communication optimality, a communication efficiency degree reached when only \( c \) links are used forever, \( c \) being the number of correct processes. We show that \( c \) is the minimum number of links used forever required to implement \( \Diamond P \) and that \( c \) is also optimal for \( \diamond S \) and \( \Omega \) when \( c < n \). Finally, we propose two communication-optimal \( \diamond P \) algorithms following respectively one-to-all and one-to-one communication patterns to manage suspicions, showing that there is a trade-off between detection latency and sporadic communication overhead.
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